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Abstract
Crowd-sourcing has been widely explored for monitoring and feedback on infrastructure and services, such as air and water quality
analysis. However, the traditional methods of crowd-sourcing for feedback and analysis of water quality, such as offline and online
surveys, have several limitations, such as the limited number of participants and low frequency due to the labor involved in con-
ducting such surveys. Social media analytics could overcome these challenges by providing a more sustainable and cost-effective
water quality monitoring and analysis tool. This paper explores the potential of social media analytics in addressing water quality
issues by proposing a Natural Language Processing (NLP) framework that automatically collect and analyze water-related posts
to support data-driven decision-making. The proposed framework is composed of two components, namely (i) text classification,
and (ii) topic modeling. The study proposes a merit-fusion-based framework for text classification, incorporating several Large
Language Models (LLMs) combined in a late fusion method with optimal weights. In topic modeling, the BERTopic library was
employed to discover the hidden topic patterns in the water-related tweets. Relevant tweets were also analyzed, originating from
different regions and countries to explore global, regional, and country-specific issues and water-related concerns. A large-scale
dataset was also collected and manually annotated, which is expected to facilitate future research on the topic.
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1. Introduction

Real-time monitoring and observation of resources and in-
frastructure are primary tasks for achieving resilient infras-
tructure and sustainable cities. [1]. This allows for ap-
propriate recovery actions to mitigate risks and damages.
The literature reports several interesting methods for mon-
itoring infrastructure [2]. Crowd-sourcing is one of the
methods enabling real-time monitoring and feedback on
infrastructure [3]. Crowd-sourcing could be carried out
in several ways. For instance, one of the key and widely
explored crowd-sourcing methods is conducting surveys
for citizens’ feedback on different services, such as water

quality, air quality, roads, infrastructure, and other soci-
etal challenges. These surveys can help in obtaining more
detailed, contextual, and localized information [4]. These
surveys are either conducted by asking citizens to fill in
an online form or a questionnaire. More recently, mo-
bile applications have also been developed for conducting
such surveys, where the participants are asked to install
the application and give feedback. However, these online
and in-person surveys have several limitations as well [5].
One of the key limitations of such surveys is the limited
scope, which means they can cover a limited number of
participants as people are often reluctant to install such ap-
plications, as noticed during the COVID-19 pandemic [6].
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Moreover, conducting surveys is time-consuming and re-
quires significant human and other resources. As a re-
sult, the frequency of such surveys is generally low as it is
costly and unfeasible to frequently conduct such surveys.

These limitations of the current crowd-sourcingmeth-
ods could be overcome by extracting information from
social media outlets, such as Twitter and Facebook. So-
cial media outlets have already been proven to be an ef-
fective source of communication and information spread-
ing [7,8]. Their capabilities to engage large volumes of
audiences worldwide make them a preferred platform for
discussing and conveying concerns over different domes-
tic and global challenges. The literature already reports
their effectiveness in a diversified set of societal, environ-
mental, and technological topics [9,10].

In this work, the potential of social media has been
explored as a crowd-sourcing source/medium of instant
feedback on water quality. To this aim, an automatic so-
lution is proposed allowing the collection and analysis of
citizens’ feedback on water quality. The proposed system
will not only engage large participants, which is a key fac-
tor in meaningful feedback, but it will also be a continuous
process and will keep collecting people’s feedback contin-
uously. One of the key advantages of the system is its
ability to collect and analyze feedback without requiring
citizens to fill out online forms or surveys. Instead, it con-
tinuously filters and analyzes relevant social media posts
in a privacy-preserving manner, anonymizing personal in-
formation that could identify individuals.

The proposed system is composed of (i) a crawler,
which is responsible for collecting social media posts
(Tweets), (ii) a classification framework employing sev-
eral NLP algorithms in a merit-based fusion to differenti-
ate between water-related and irrelevant tweets, and (iii)
topical analysis to automatically analyze and extract key
water-related issues discussed in the tweets. For the train-
ing and evaluation of the text classification framework,
a large-scale benchmark dataset was collected and anno-
tated, which will be made publicly available for further
research in the domain.

The key contributions of the work can be summa-
rized as follows:

• Proposing an automatic tool to collect, analyze, and
extract meaningful information from social media
posts as a source of instant feedback on water qual-
ity, as a first step towards a sustainable water net-
work.

• Proposing a merit-based fusion framework by com-
bining several transformers-based NLP algorithms
to differentiate between water-related and irrelevant
tweets.

• Collecting and annotating a large-scale benchmark
dataset containing around 8,000 tweets.

• Performing topic modeling on the relevant tweets
to automatically extract key water-related issues dis-
cussed in the relevant tweets.

• Analyzing the origin of the water-related tweets and
provide region and country-wise distribution of the
water-related tweets collected by our system. This
analysis shows the growing concern over this impor-
tant societal challenge.

The rest of the paper is organized as follows. Section 2
provides an overview of the related work. Section 3 dis-
cusses the proposed methodology. Section 4 covers the
experimental setup, conducted experiments, and experi-
mental results. Finally, Section 5 concludes the paper.

2. Related Work

The literature already reports several interesting crowd-
sourcing based solutions, which are mostly based on of-
fline or online surveys for infrastructure monitoring and
feedback on different public services [11]. The majority
of the recent solutions rely on smartphones and other hand-
held devices by developing smart applications that allow
users to give feedback on the infrastructure and services.
For instance, Rapousis et al. [12] proposed QoWater, a
client-to-server architecture-based mobile application al-
lowing mobile users to give feedback on water quality.
Similarly, Santani et al. [13] proposed CommuniSense,
a mobile phone application for crowd-sourcing to mon-
itor road conditions in Nairobi. However, several chal-
lenges are associated with such applications for crowd-
sourcing [14]. One of the key limitations of such surveys
is the limited scope, which means they can cover a limited
number of people as, generally, people are found reluctant
to install and use such mobile applications. A prime ex-
ample of people’s reluctance to such mobile applications
is observed during COVID-19 when people showed con-
cerns over such applications in terms of privacy, difficulty
in usage, and battery consumption [6]. Moreover, it takes
a lot of time to complete a survey and also needs to involve
several human and other resources, thus, the frequency of
such surveys is generally very low, as it is costly and un-
feasible to frequently conduct such surveys. These chal-
lenges could be resolved by extracting people’s feedback
on infrastructure and public services. The literature al-
ready provides some hints on the effectiveness of social
media for real-time monitoring and instant feedback on
different services. For instance, Want et al. [15] explore
the potential of social media as a source of feedback on
government services by analyzing citizens’ opinions in a
social media text.
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Water quality analysis is one of the key applications
that recently got the attention of the community. To this
aim, several interesting frameworks have been introduced.
The majority of the existing works aim at sentiment anal-
ysis of social media posts to extract people’s opinions
on water quality. For instance, Lambert [16] proposed a
sentiment analysis framework for analyzing users’ feed-
back and perception of tap water quality. Similarly, Li
et al. [17] performed sentiment analysis on social media
posts about recycled water in China. Jiang et al. [18],
on the other hand, analyzed the public’s opinion on large
hydro projects by performing sentiment analysis on rele-
vant social media posts. To this aim, three different hydro
projects in China were considered, and mixed opinions
were noticed for the projects.

More recently, water quality analysis from social
media posts has also been introduced in MediaEval
2021 [19]. The task involved the retrieval of relevant
multimedia content describing water quality in an Italian
region. A couple of interesting solutions, incorporating
different types of available information, are proposed in
response to the task. For instance, Hanif et al. [20] fine-
tuned existing pre-trained deep-learning models namely
VGGNet and BERT for retrieving relevant visual and tex-
tual content, respectively. Overall better results are re-
ported for textual content. Several limitations have been
observed of the visual data provided in the dataset. For in-
stance, images are available for very few posts. Moreover,
the majority of the available images are not relevant. The
issue is reported by Ayub et al. [21] and rather focused on
textual content by employing three different NN models
including BERT, RoBERTa, and a custom LSTM both in-
dividually and jointly in a naive late fusion scheme. This
work employs a very basic scheme of fusion by treating
all the models equally in the final decision, in contrast to
merit-based weight assignment.

Despite the initial efforts in the domain, several in-
teresting aspects of water quality analysis and automatic
analysis of people’s feedback on public services and in-
frastructure remain unexplored. For instance, the major-
ity of the initial efforts are based on sentiment analysis
without extracting meaningful information from the con-
tent itself. The domain also lacks a large-scale benchmark
dataset. To this aim, a large-scale large-scale benchmark
dataset has been collected and annotated on water qual-
ity analysis. The text classification framework is also ex-
tended with topic modeling to automatically extract key
water-related issues discussed in social media.

3. Methodology

Figure 1 provides the block diagram of the proposed sys-
tem. As can be seen, the proposed system is composed of
five steps. In the first step, a large number of Tweets have
been collected. In the next step, these tweets are annotated
in a crowd-sourcing study. The annotated dataset is then
used to train/fine-tune Large Language Models (LLMs)
to classify tweets into relevant and non-relevant. In the
fourth step, several merit-based fusion techniques are used
to combine the classification scores obtained with the in-
dividual models. In the final step, topic modeling tech-
niques are used to identify topics in the relevant tweets.
In the next subsections, a detailed description of each step
has been provided.

3.1. Data Collection, Cleaning, and
Annotation

A crawler was developed for data collection, capable of
continuously gathering data from different outlets of so-
cial media. As proof of concept, in the current imple-
mentation, data is collected from Twitter only. To this
aim, a Python package namely Tweepy1 was used with
different relevant keywords, such as waterpollution, wa-
ter, watercrisis, watersmell, drinkingwater, watercolour,
cleanwater, waterquality, plasticpollution, drinkingwater,
watercrisis, savewater, waterislife, cleantheocean, plas-
ticocean, endplasticpollution. The list of keywords is pre-
pared in a data-driven manner by picking the keywords
used in social media posts, blogs, newspapers etc., .Effort
was made to include as many relevant keywords as possi-
ble to the list to collect relevant and quality tweets. This re-
sulted in a large collection of tweets, which were saved in
a CSV file. After data collection, all the collected tweets
are manually annotated by involving multiple volunteers
in a crowd-sourcing activity. Before the annotation, the
collected data is manually checked to remove less infor-
mative tweets. For example, very short tweets were re-
moved that did not have sufficient text or contained tags
only. Duplicate entries in the file were also removed.

During the crowd-sourced activity, a total of 8,000
tweets were manually analyzed, which are annotated as
relevant or non-relevant. To ensure, the quality of the an-
notated data, each sample is checked by three different an-
notators and is labeled based on the majority votes. The
participants of the crowd-sourcing activity are postgradu-
ate students with sufficient knowledge of the domain.

1https://www.tweepy.org/
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Figure 1: A block diagram of the proposed methodology.

3.2. Text Classification

For text classification, several LLMswere employed, both
individually and jointly in a merit-based fusion technique
to differentiate between relevant and non-relevant tweets.
In the next subsections, a detailed description of the clas-
sification and fusion process was provided.

3.2.1. Classification via Individual Models

In this work, the approach primarily relies on state-of-the-
art transformer-based NLP models for the classification
of tweets. In total, six different models are used. These
models include the original BERT model, RoBERTa, AL-
BERT, DistilBERT, GPT, and Meta-LLAMA. The selec-
tion of these models is motivated by their proven per-
formances in similar tasks, and we believe the evalua-
tion of these models will provide a baseline for future
work in the domain. A brief overview of these models is
provided below.

• BERT: It is one of the state-of-the-art NLP algo-
rithms that have been widely used for a diversified
list of NLP applications. Its ability to read/learn in
both directions makes it a preferred choice in differ-
ent text-processing applications. Several implemen-
tations of BERT are available. In this work, Tensor-
flow implementation has been used. The model
is composed of 12 layers and attention heads, and
110 million parameters. The loss function is based
on the Binary Cross entropy loss function while
the Adaptive Moments (Adam) optimizer is used in
the experiments.

• RoBERTa: RoBERTa is another state-of-the-art
transformer-basedNLPmodel, and it uses self-attention
for processing and generating contextualized repre-
sentations of input text. One of the key advantages
of RoBERTa over BERT is its training on a larger
dataset and the use of a dynamic masking technique,
allowing themodel to learn robust and generalizable
representations of words. In this work, the model
was fine-tuned on our dataset using the Adam opti-
mizer with a binary cross-entropy loss function.

• ALBERT: It is a modified version of BERT with
fewer memory requirements. ALBERT has a re-
duced number of parameters mainly due to factor-
ized embedding parameterization and cross-layer
parameter sharing. In this first technique, the large
vocabulary embedding matrix is decomposed into
two small matrices, separating the size of the hid-
den layers from the size of the vocabulary embed-
ding. The cross-layer parameter sharing, on the

Ayub et al.

4

Computing&AI Connect

https://scifiniti.com/


2024, Vol. 1, Article ID. 2024.0006
www.doi.org/10.69709/CAIC.2024.133109

other hand, prevents an increase in the number of
parameters with the depth of the model.

• DistilBERT: DistilBERT is another variant of the
BERT model aiming at applications with less compu-
tational and memory requirements. The concept of
knowledge distillation is adopted during pre-training
allowing a significant reduction in parameters without
a significant impact on the performance of the model.

• GPT: Generative pre-trained transformer (GPT)
models represent a family ofNeural Network (NNs)-
based language predictionmodels built on the Trans-
former architecture [22]. These models are pre-
trained on a huge volume of diverse text data. Cur-
rently, GPT is available in different versions. How-
ever, the first version of the model was introduced
in 2018 by Open AI [22]. In this work, GPT version
3.5 turbo was used, which is composed of 175 bil-
lion parameters, being significantly higher than the
number of parameters used in its previous versions
and other transformers, such as BERT. In this work,
prompt engineering for the classification of tweets
through GPT 3.5 was used.

• Meta-LLAMA: Large Language Model Meta AI
(LLMA) is also a family of pre-trained LLMs. Sim-
ilar to GPT, multiple versions of LLAMA are avail-
able having 7B to 70B parameters. In this work,
LLAMA 2 was used, which is an improved ver-
sion of the base model LLAMA. Similar to the base
model, LLAMA2 is built on theGoogle transformer
architecture with several interesting changes and
improvements. For example, the RMSNorm pre-
normalization, a SwiGLU activation function, and
multi-query attention instead of multi-head atten-
tion and AdamW optimizer. The key differences
between LLAMA 2 and the original LLAMA in-
clude a higher context length (i.e., 4096 compared
to 2048 tokens) and grouped-query attention instead
of multi-query attention. Similar to GPT 3.5, the
prompt engineering method for text classification
with LLAMA was used.

3.2.2. Fusion of the Models

The fusion methods are based on a late fusion scheme,
where the scores/posterior probabilities of the individ-
ual models are accumulated for the final decision using
Equation (1). In the equation, Sm1, Sm2, Sm3, ...Smn rep-
resent the scores/posterior probabilities obtained through
the 1st, 2nd, , 3rd, and nth model, respectively while
W1,W2,W3, ...Wn are the correspondingweights assigned
to these models.

Sf = W1Sm1 +W2Sm2 +W3Sm3 + ....+WnSmn (1)

The weights are assigned to the models on the basis
of their performances. To this aim, several weight opti-
mization/selection methods, including PSO, NelderMead,
BFGS, and Powell method, are employed. These meth-
ods seek a set of variable values (i.e.,W1,W2,W3, ...Wn

in our case) optimizing an objective function under a set
of constraints. In this case, the fitness/objective function
is based on accumulative classification error obtained on
a validation set using Equation (2). In the equation, Aacc

represents the accumulative accuracy computed on the val-
idation set. In this work, the goal is to find a set of weights
to be assigned to the models that minimize the classifica-
tion error.

e = 1−Aacc (2)

It has been noted that the same fitness function is used
by all the weight optimization methods employed in this
work. These methods use different mechanisms and have
their own pros and cons. A brief overview of each method
is provided below.
• PSO: Particle Swarm Optimization (PSO), which is

a heuristic approach, has been widely used in the
literature for different tasks. For instance, in sev-
eral works, PSO has been used for the optimization
of hyper-parameters of ML algorithms, such as the
number of layers, batch size, number of neurons,
etc., in LSTMs and CNNs [23,24]. Similarly, it has
been also used for the hyper-parameter optimization
of Federated Learning (FL) algorithms [25]. The
literature also reports the effectiveness of the op-
timization technique in late fusion where the algo-
rithm is used to assign optimal weights to the classi-
fiers [26,27]. The algorithm solves the optimization
problem in three steps, iteratively; starting from a
random set of candidate solutions, where each can-
didate solution is called a particle. At each itera-
tion, each particle keeps track of its personal and
global best solution in the swarm. The particles ad-
just two parameters namely (i) velocity and (ii) the
position. The velocity of a particle is adjusted based
on its own experience and the information shared
by the other particles in the swarm. The position
of particles is adjusted based on their current posi-
tion, velocity, and distances between their current
positions and personal and global best. This process
continues until a global optimum is obtained. The
key limitations of the method include a slow conver-
gence rate, especially in high dimensional problems,
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and entrapment in local minima. Being one of the
key optimization algorithms, PSO implementation
is available in several libraries. In this work, the
open-source library namely pyswarm2 was used for
the implementation of the algorithm.

• Nelder Mead Method: Similar to PSO, the Nelder
Mead method has also been widely explored for dif-
ferent optimization tasks. For instance, Takenaga
et al. [28] employed the method for computation-
ally expensive optimization problems. Similarly,
Ozaki et al. [29] used the algorithm for the hyper-
parameter selection/optimization of a CNN model.
The method has also been widely used for the fusion
of classification algorithms in different visual and
NLP applications [9,30]. The method optimizes a
set of variables leading to a minimum or maximum
value of an objective function in a multidimensional
space. To this aim, it uses a set of n+ 1 test points
(solutions), which are arranged as a simplex. The
method then estimates the behavior of the objective
function at each test point for new test points, which
replace the old ones in an iterative manner. In this
work, a Python open-source library, namely, SciPy3
was used for the implementation of the method.

• Limited-memoryBroydenFletcherGoldfarbShanno
Algorithm(BFGS): Similar to PSO andNeldarMead,
BFGS and its variants have been proven very effec-
tive in different tasks, such as optimization hyper-
parameters of deep learning models and fusion. For
instance, Saputro et al. [31] employed the algo-
rithm for parameter estimation on a geographically
weighted ordinal logistic regression model. Maria
et al. [32] employed the method along with other
optimization techniques for the fusion of inducers’
scores for media interestingness prediction. BFGS,
which is a local search optimization algorithm, be-
longs to the Quasi-Newton optimization family and
aims at the optimization of the second-order deriva-
tive of the objective function. To obtain a set of op-
timal values, the algorithm computes the inverse of
the Hessian matrix, used for multivariate functions.
To this aim, the algorithm approximates the inverse,
using a gradient that eliminates the need for inverse
calculation at each step. One of the key limitations
of the algorithm is its high memory requirement,
which makes it impractical to compute the inverse
of the Hessian matrix with a larger number of input
parameters. To overcome this limitation, several
variations of the algorithms have been proposed.
For instance, Limited BFGS/LBFGS [33] is one of

2https://pyswarms.readthedocs.io/en/latest/
3https://scipy.org/

the variants of the algorithms with fewer memory
requirements. In this work, despite not having a
large number of inputs, the LBFGS implementation
of the method was used.

• Powell Method: Powell method is another interest-
ing optimization method that has been widely used
for similar tasks. For instance, Maria et al. [32]
and [9] employed the method for merit-based late
fusion of classifiers for media interestingness and
water quality analysis, respectively. Similar to PSO,
several variations of the algorithm have been pro-
posed in the literature. The algorithm seeks the lo-
cal minima of the objective function. The objective
function, which is a real-valid function with multi-
ple inputs, doesn’t need to be differentiable. The
algorithm finds the minima in several steps start-
ing with a random selection and evaluation of ini-
tial points/solutions, after which a list of parameters
is randomly selected. A subset of the initial points
with the minimum error is then selected as parents
to produce offspring for the next generation. The
children/new points are then evaluated in the fifth
step and the process is repeated again from the third
step until a global minima is found.

3.3. Regions Extraction

In this phase, different regions based on the locations as-
sociated with the tweets have been defined. This allows to
analyze the water quality or water-related issues in differ-
ent regions of the world, as each region may have specific
issues. It has been noted that this step is added to facili-
tate in region-wise topic modeling, where the aim is to ex-
tract keywords used in water-related tweets from different
parts of the world. To this aim, the location addresses as-
sociated with each tweet are fed into Chat GPT to identify
the corresponding countries by mapping the addresses to
the respective countries. To ensure the quality of the map-
ping, the identified countries and the associated addresses
are meticulously verified. To further enhance the accuracy
of the data, filtering techniques to specific locations were
applied. For example, in cases where the user’s location
included the address ‘Florida, FL,’ it was replaced with
‘USA’. This replacement was applied wherever the spec-
ified keyword was encountered. As a result, it became
possible to successfully extract and verify 4707 accurate
locations. The countries list was then provided to Chat
GPT to expand the geographical scope by translating the
unique countries into regions using Chat GPT.
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3.4. Topic Modeling

The final component of the methodology is based on
BERTopic [34], which is a state-of-the-art topic model-
ing technique. One of the key advantages of topic mod-
eling is its ability to quickly discover the hidden topical
patterns present in the data. These hidden patterns could
result in meaningful insights leading to useful data-driven
decisions. In this work, the aim was to automatically ex-
tract the hidden topical patterns in thewater-related tweets,
to identify the key water-related issues and concerns ex-
pressed over the water quality in the tweets.

The algorithm used in this work extracts topics from
Tweets in three different steps, starting from converting
the tweets into embeddings, then reducing the dimension-
ality and clustering, and finally converting them into top-
ics. The embeddings are obtained by a pre-trained model
namely Sentence-BERT. The dimensionality reduction
and clustering are carried out through Uniform Manifold
Approximation and Projection(UMAP) and HDBSCAN
(Hierarchical DBSCAN), respectively. Finally, topics are
extracted from the clustering using a modified form of
TF-IDF (Term Frequency-Inverse Document Frequency)
namely c-TF-IDF.

The algorithm brings several advantages. For in-
stance, it clusters documents based on both lexical and
semantic similarities. Moreover, BERTopic provides a li-
brary with several packages allowing more accurate and
better visualization of the clusters, topics, and probabili-
ties. It also comes with a few limitations. For instance,
its assumption that each document/tweet contains only
one topic is its main limitation, though it is possible to
have Tweets with multiple topics. It is important to note
that pre-processing was also performed in addition to data
cleaning before topic modeling. For instance, short and
stop words, numbers, and alphanumeric characters were
removed, which allowed to remove irrelevant frequently
used words.

4. Experiments and Results

4.1. Dataset

The final dataset, after removing less informative tweets
during the manual analysis and annotation, contains a to-
tal of 7,930 tweets. Among these, 5,728 tweets are anno-
tated as irrelevant while the remaining 2,202 tweets were
classified as relevant. The dataset has been divided into
three subsets namely (i) training, (ii) test, and (iii) valida-
tion set using a ratio of 70%, 20%, and 10%, respectively.
The validation set is used for the computation of the clas-
sification error for the fitness function of the fusion meth-

ods. Table 1 provides some sample relevant and irrelevant
tweets from the dataset.

4.2. Experimental Results

The objectives of this work are multi-fold. On one side,
the aim is to extract flood-related tweets, and on the other
hand, the focus is to automatically extract keywords from
the relevant tweets. It is highly possible that each coun-
try/region may have different water-related issues than
others, thus, the interest is also in keywords/topics of
tweets tweeted from a specific country/region. To achieve
these objectives, the following experiments are performed.
• Evaluation of the performance of several state-of-

the-art LLMs individually.
• Fusion of the classification scores obtained through

the individual models in a merit-based fusion frame-
work by employing several weight selection/
optimization methods.

• Topic modeling on all the relevant tweets. This will
allow to highlight key global water-related issues.

• Topic modeling of the collection of tweets tweeted
from a specific country/region. This will provide
the opportunity to highlight the water-related issues
specific to a particular region.

In the next subsections, a detailed analysis of the results
of all the experiments has been provided.

4.2.1. Text Classification Results

Table 2 provides the results of the first experiments, where
the the performance of several LLMs in the application is
evaluated. It is noted that for GPT and LLAMA-2, the
prompt engineering method with a few-shot (5-shot and
10-shot) classification settingwithout fine-tuning themod-
els is used. The highest F1-score of 0.768 is obtained with
the original BERT model. As can be seen, overall sim-
ilar results are obtained for BERT and its different vari-
ants and XLNET. This indicates that these models respond
similarly to the data. However, the lowest results are ob-
served with Meta-LLAMA-2 with 5-shots and 10-shots.
One of the potential reasons for the lowest performance
of the model is the few-shot learning, as the model may
have limited generalization to classify the samples from
the seen examples.

Table 3 reports the results of the fusion experiment,
where the classification scores of the best-performing indi-
vidual models is combined in amerit-based fusion scheme.
In this experiment, two experimental settings were consid-
ered. In the first case, the classification scores obtained
from the top 5 performing models were combined, includ-
ing BERT, RoBERTa, DistilBERT, ALBERT, and XL-
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Table 1: Sample Tweets from the dataset.

Relevant Samples Irrelevant Samples

We have been receiving water of the worst quality from
past 6 months. I want to bring this situation to your notice
and solve this problem ASAP.Water is a basic need. Area
: Adarsh Nagar, Bahadurgarh

One of the most popular urban beaches in Gran
Canaria, Las Canteras is a two-kilometer ribbon
of sand caressed by warm and calm water.

Drinking contaminated water can transmit diseases and
back in 2017 nearly 1.6million people died from diarrheal
diseases. 1/3 of those were children under the age of 5.
#climatecrisis #water

Wondering about #books about #water sports (ca-
noeing, sailing, yachting, scuba diving, etc.)?
Check out call number range

The landmark research blames chemical #pollution from
plastics, farm fertilisers and pharmaceuticals in the #wa-
ter. Previously, it was thought the amount of #plankton
had halved since the 1940s, but the #evidence gathered by
the Scots suggests 90% has now vanished.

Hope people leavewater out in their gardens or bal-
cony in any containers for all the beautiful wildlife
x #water #wildlife #thirsty #animals x

In face of recurring drought, cities seek security in
wastewater recycling projects #security #projects #recy-
cling #wastewater #water Removing pollution fromwater
using water shaping tech #sketchup #depollution #water-
shaping #waterpollution

In a larger portion of cases, #carpet #damage is
treated efficiently and all the defects are repaired.
Professional services take care of all the #Water
#Damage #Restoration Sunshine Coast.

The privatisation of water and power has been one of
the biggest rip-offs of the British public in modern times.
Time to jail those profiteering through pollution of our
rivers and waterways! #water #corporategreed #utilities

The theme this time is ”Water from Japanese
restaurants”. Is it true that there are many paid
shops outside Japan? The popular article has ex-
ceeded 650pv Is water free at Japanese restau-
rants?

Life without water is impossible. Save water. Save life.
With every little drop, a day less to live on Earth.

Your body depends on #water to survive. Every
cell, tissue, and organ in your body needs water to
work properly and for overall good health. Learn
how to ensure you stay hydrated, and why it is im-
portant to do so, here in familydoctor

Drinking contaminated #water can be harmful to one’s
health. #Cholera, #diarrhea, #dysentery, and #typhoid are
just a few of the ailments it can induce.

We’ve worked with TheMixUK to explain what
support is available for those struggling to pay
for the increasing price of #Fuel and #Water bills.
Take a read of the article here

Clean Water is a necessity to daily life. Empower eco-
nomically disadvantaged small communities to develop
and sustain clean water supplies.

Visit Central Florida Water Ski Sweepstakes
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Table 2: Experimental results of the individual LLMs.

LLM F1-score

BERT 0.7686

ALBERT 0.7636

DistilBERT 0.7491

ROBERTA 0.7541

XLNET 0.76

Gpt-3.5 (5-shot) 0.7146

Gpt-3.5 (10-shot) 0.7246

Meta-LLAMA2 (5-shot) 0.5832

Meta-LLAMA2 (10-shot) 0.5876

Table 3: Evaluation of the fusion methods.

Fusion Method
F1-score

Top 2 (BERT and ALBERT) Top 5

Simple Averaging 0.770 0.7630

PSO 0.772 0.770

Nelder Mead Method 0.776 0.771

Powell Method 0.7713 0.7680

BFGS 0.77 0.7687

NET while in the second experiment, the top 2 models
namely BERT and ALBERT were considered.

Overall there is a slight improvement in the results
of the fusion compared to the best-performing individual
model. Generally, fusion leads to an improvement in the
F1 score. However, the limited improvement in this case
could be due to the complexity of the dataset or the fewer
variations in the individual models’ results. These fusion
techniques improve results significantly when the individ-
ual models respond differently to the data. As far as the
comparison of the fusion methods is concerned, no signif-
icant differences have been observed. However, the per-
formance of all the methods is higher when the top 2 best-
performing models are used in the fusion compared to the
top 5 models. In the case of top models, though there is
no significant difference, the slightly lower performance
could be due to the low-performing models that could ad-
versely affect the performance of the fusion methods.

4.2.2. Location Extraction and Topic Modeling
Analysis

In the topic modeling, two different experiments were
conducted. In the first case, hidden topical patterns were
analyzed and explored within the complete collection of

water-related tweets in the test set. Figure 2 provides the
top 10 topics and the corresponding words extracted from
the collection of relevant tweets through BERTopic. As
can be seen, most of the topics and associated words are
very relevant. The issues highlighted by the algorithm
from the tweet collection include sanitation & access to
water, pollution, plastic pollution in water reservoirs, sav-
ing and utilization of rainwater, irrigation & drought is-
sues, environmental factors, filtering drinking water, heat-
waves & heatwave, chemicals and tap water, etc.,

In the second experiment, the collected relevant
tweets were divided into regions, which provided the
opportunity to discover topics in tweets relevant to or
tweeted from certain regions. This experiment helps to
discover people’s concerns about this important topic of
water-related issues including both local and global issues.
As a first step, the country names were extracted from
the addresses associated with relevant tweets using Chat-
GPT. This resulted in a long list of countries from where
water-related tweets were tweeted. It was observed that
very few tweets were recorded from certain countries. For
example, the collection of relevant tweets contains a sin-
gle tweet from Slovenia, Mozambique, El Salvador, and
Grenada. To ensure a sufficient number of tweets from
each country, only those countries from which at least
70 tweets were tweeted were considered. It was noted
that there is no scientific basis for this threshold (i.e., a
minimum of 70 tweets per country). The focus was to
ensure a sufficient number of countries on the list, while
also guaranteeing enough tweets from each country for the
analysis. Figure 3 provides the country-wise distribution
of the relevant tweets in the dataset. A large portion of the
tweets originated from the United States and the United
Kingdom. This also indicates the interest of the people
from these countries in this important societal challenge.

Figure 4 provides the list of topics extracted from
the tweets originating from different countries. Topic 0 to
Topic 6 show the group of topics extracted from the tweet
collections for Australia, Canada, India, Pakistan, South
Africa, the United States, and theUnitedKingdom, respec-
tively. Some of the topics and the associated words are
less relevant compared to the others. For example, most of
the words associated with topic 0, which is extracted from
tweets originating from Australia, are not very relevant to
water-related issues. However, on the other side, Topics 2
to Topic 6 are very relevant and helpful in highlighting the
issues. For instance, Topic 2 stresses the careful usage of
water in general and rainwater in particular. Topic 3 and
Topic 4 are about drinking water in one of the provinces of
Pakistan and South Africa, respectively. Similarly, Topic
5 is based on heatwaves, wildlife, and water pollution. Fi-
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Figure 2: Top 10 hidden topic patterns extracted from the complete collection of relevant tweets.

Figure 3: Country-wise distribution of the origin of the water-
related tweets.

nally, Topic 6 also includes relevant keywords, such as
clean water and droughts.

Topic modeling was also performed on different ge-
ographic regions by combining tweets from all the coun-
tries in the region. These regions are formed on the basis
of the geographic locations of the countries. To this aim,
the list of countries was provided to Chat GPT resulting
in five regions including Asia, Africa, America, Oceania,

and Europe. Similar to country-wise topic modeling, the
regions having at least 70 tweets were included. Figure 5
provides the distribution of relevant tweets from each re-
gion. As can be seen in the figure, overall, a higher num-
ber of tweets originated from America, Europe, and Asia.

Figure 6 provides the summary of the topics ex-
tracted from the tweets originating from different regions.
Topic 0 to topic 4 represent topics extracted from tweets
originating fromAfrica, America, Asia, Europe, andOcea-
nia, respectively. The majority of the topics and the asso-
ciated keywords are very relevant to water quality, except
the topic extracted from the Oceania region. The topics
are similar to what has been observed in the country-wise
topic modeling, which indicates that the regions mostly
have similar types of water-related issues or at least the
topics/concerns are similar.

5. Conclusions

This paper presents a solution for automatic water qual-
ity analysis and the identification of hidden topic pat-
terns in water quality-related tweets. The tweets were
also analyzed which originated from different countries
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Figure 4: Country-wise topic modeling of the relevant tweets. Topic 0 to topic 6 represents topics extracted from tweets originating
from Australia, Canada, India, Pakistan, South Africa, the United States, and the United Kingdom, respectively.

Figure 5: A region-wise distribution of the origin of the water-
related tweets.

and regions, allowing global and regional water-related
issues and concerns. In the text classification part, sev-
eral LLMs were employed, both individually and jointly
in a merit-based fusion framework. Overall, the models
proved very effective in correctly classifying the tweets
into relevant and irrelevant classes. No significant differ-
ence has been observed in the performance of the individ-
ual models. However, overall, better results are obtained
when the models are jointly utilized. The topic model-
ing techniques also efficiently extracted relevant topics
from the complete collection of tweets as well as tweets
originating from specific regions and countries. The key
topics discussed and extracted from tweets include ‘pollu-
tion’, ‘plastic pollution’, ‘save water’, drinking water, and
‘sanitation’, etc. Moreover, it was observed that a large

portion of the relevant tweets are from certain countries,
such as the United States and the United Kingdom.

In the future, the aim is to further extend the database
by providing a deeper hierarchy of the labels (e.g., includ-
ing the water pollution type and causes of the pollution).
In the current form, only Twitter text is processed but the
aim is to extend it to a multi-model framework by ana-
lyzing textual and visual data as visual information could
be very effective in this application. Moreover, the aim
further is to extend the annotations to location informa-
tion to prepare it for other NLP tasks, such as Named En-
tity Recognition.
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Figure 6: Region-wise topic modeling of the relevant tweets. Topic 0 to topic 4 represent topics extracted from tweets originating
from Africa, America, Asia, Europe, and Oceania, respectively.
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